Dynamics of Cellular Patterns
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Many materials are cellular: polycrystalline metals, soap froths, lipid monolayers, geographical territories, convective cells, magnetic bubbles and biological tissues, among others.1, 2

How can we characterize cellular patterns? We consider 2-d patterns because we understand them better. They are composed of compact polygonal cells (or grains, domains, bubbles, etc...), which are separated from each other by a continuous network of narrow boundaries. Generally the boundaries meet at three-fold vertices at approximately 120° angles. Boundaries are usually close to minimal surfaces. These properties arise from surface tension or energy minimization.3

Beginning with the work of C. Smith in the early 1950's, the soap froth has been the prototype for all cellular patterns which coarsen in time by losing cells.4 Cell growth and disappearance are caused by surface energy driven diffusion, and obey the simple law derived by von Neumann for polygonal cells:5

\[
\frac{da}{dt} = \kappa'(n - 6),
\]  

(1)

where \( \kappa' \) is a diffusion constant and \( n \) the number of sides of a cell. Since the rate is independent of area, at long times the average area per cell \( \langle a \rangle \propto t \). Rounded cells obey the Lifschitz-Slyozov law:6

\[
\frac{da(r)}{dt} = \kappa' \left( \frac{1}{r} - \frac{1}{r_0} \right),
\]  

(2)

leading to \( \langle a \rangle \propto t^{2/3} \). Unfortunately there is no equivalent to von Neumann's law in 3-d.

Besides the local von Neumann's law, topological processes, e.g. cell disappearance, affect the number of sides and evolution of several cells. We characterize cellular patterns by their distribution functions, e.g. \( \rho(n) \), the probability that a cell has \( n \) sides, and their correlation functions. We find empirically that patterns reach a scaling state, in which these remain constant, and only \( \langle a \rangle \) increases (fig. 1 (a)).7

There are many types of simulations, including simple mean field theories, topological network models, vertex models,
boundary dynamics models, and the Potts model. Several can duplicate both the transient and the scaling state. However, a mathematical physicist recently commented "As far as I can see, we do not have a theory of bubbles. We do have a large collection of 'recipes;' we do have a large collection of data and empirics; but not a theory."\textsuperscript{8}

In the Potts model, the pattern is subdivided into a regular lattice, with each cell assigned an unique 'spin' identification, $\sigma$. A cell, $\sigma$, is the collection of lattice sites, $(i,j)$, with spin, $\sigma(i,j) = \sigma$. The energy is the boundary length, i.e., the number of neighboring sites in the lattice with different spins: \textsuperscript{9}

$$H_{\text{Potts}} = \sum_{(i,j)(i',j')} 1 - \delta_{\sigma(i,j),\sigma(i',j')}$$  \hspace{1cm} (3)

At each time step a site and trial spin are selected at random. Substitutions are made with probability, $P = \{1, \Delta H < 0; e^{-\Delta H/T}, \Delta H \leq 0\}$, where $\Delta H$ is the change in $H_{\text{Potts}}$. Using a soap froth image as the initial condition, we find that the statistical evolution of the model agrees with the experiment.\textsuperscript{10}

The anisotropy of the lattice makes a quantitative difference to the distributions, and at low temperatures or high anisotropies can cause the simulation to freeze.\textsuperscript{11} However, in the low anisotropy limit we recover the soap froth results.

At the level of simulations we now understand the 'ideal coarsening' of soap. We understand somewhat the effects of anisotropy, defects and pinning centers which are common in metals. Two complex systems have been studied fairly extensively: lipid monolayers and magnetic domains.

Lipid monolayers consist of an amphiphilic lipid floated on a water surface. Depending on temperature and pressure there is a transition from a two dimensional 'gas' phase to a 'liquid' phase. Because the two phases are composed of the same material, their volume fraction can be varied between a close packed and a round cell limit. Experimental observations suggest that the former obeys von Neumann statistics and the latter Lifschitz-Slyozov.\textsuperscript{12} The intermediate regime is not well understood, and so far no one has attempted to model it.

Magnetic domains are more complex, since besides their surface energies there is a long range dipole interaction between cells. In addition the boundaries between cells are not single walls but double, and repel each other, stabilizing small cells at a characteristic size (fig. 1 (b)). The pattern therefore evolves not in time but in the applied magnetic field. We can expand the energy in in powers of the areas, $a(\sigma)$, beginning: \textsuperscript{13}
neighbors

\[ H_{\text{Mag}} = \sum_{(i,j)(i',j')} J(1 - \delta_{\sigma(i,j),\sigma(i',j')}) + \lambda \sum_{\text{spins } s} (a(\sigma) - A_\sigma)^2 + \ldots \]

where \( A_\sigma \) is the target area set by the competition between the wall energy and the bulk area energy. There is no scaling state, nor power law area growth. Above a critical field five-sided cells collapse causing a catastrophic increase in length scale.

Soap bubbles have long been used as models for tissues. In embryology, it remains an open question how cells move where they need to go. How does the liver separate from the heart, for instance? Embryos can resort if they are artificially mixed. Such ability is reduced in adults, but occurs in wound healing, where cells migrate to reform ablated tissue. The adult hydra can be dissociated into randomly mixed single cells, be formed into a lump, yet reorganize into a normal animal.

Cell sorting is associated with the presence of several cell type specific surface molecules, e.g. cadherins, affect cell-cell contact energies. To study cell sorting we we include a cell type, \( \tau(\sigma) \) in our energy. The target area, \( A_\tau \), and the energy per unit of boundary, \( J(\tau,\tau') \), then become functions of \( \tau \), yielding:

\[ H_{\text{Sort}} = \sum_{(i,j)(i',j')} J(\tau(\sigma(i,j)),\tau(\sigma(i',j')))(1 - \delta_{\sigma(i,j),\sigma(i',j')}) + \]

\[ \lambda \sum_{\text{spin types } \sigma} (a(\sigma) - A_\tau(\sigma))^2. \]

There are a number of problems choosing the parameters, temperature, etc... for this simulation. However, if take the heterotypic interface energy between the homotypic interface energies, we obtain classical cell sorting (fig. 2), including the sorting of the surface before the bulk. If we vary the relative energies and initial conditions, we obtain such biological phenomena as engulfment, cell mixing, partial cell sorting, reversed cell sorting and dissociation (fig. 3). Most simulations exhibit logarithmic time dependence, suggesting that temperature driven fluctuations are important.

Thus we are able to explore several extensions to ideal grain growth of soap froth. We are able to simulate using a variety of methods, though we do not have any analytic theory. We are beginning to study biological cells, which may give insight into embryological development.
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Figure 1. (a) Scaling state of soap froth [left] (from reference 7). (b) Magnetic domains, showing uniform sized five-sided cells [right] (from ref. 12).

Figure 2. Cell sorting simulation. (a) Partially sorted state [left]. (b) Totally sorted state [right] (from ref. 19).

Figure 3. Cell sorting simulation. (a) Cell mixing [left]. (b) Partial cell sorting [right] (from ref. 20).